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Introduction

Examination timetabling is an NP-hard real world problem. The complexity of the problem arises due to several reasons e.g. the introduction of flexible course structures, increasing student enrolments etc. Further research is required to enhance the quality of the timetable in such a manner so as to satisfy both the institutional and personal preferences.

A number of research papers formulate examination timetabling as a graph coloring problem [2] where the vertices represent the examination, the edges represent the conflict (students taking both corresponding examinations at one time) occurring between two examinations and the colors for the vertices represent the time slots for the examination (Figure 1).

![Graph Model for Simple Examination Timetabling](image)

**Figure 1:** A graph model for a simple examination timetabling problem

Adaptive Heuristics Ordering Based On Priorities

Based on the concept of squeaky wheel optimization [3]. It is an iterative greedy approach that cycles around three successive processes:

1. **Constructor**
2. **Analyzer**
3. **Prioritizer**

![Concept of Squeaky Wheel Optimization](image)

**Figure 2:** The concept of squeaky wheel optimization

This study extends the previous work provided in [1]. We used the idea of difficulty and heuristic modifier within the Analyzer.

\[
\text{difficulty}(t) = \text{heuristic}(t) + \text{heurmod}(t)
\]

Different heuristic modifiers are used in order to stress the priority to the difficult examinations:

- **Custom (C)**
  \[
  \text{heurmod}(t) = \text{heurmod}(t-1), \text{heurmod}(0) = 0
  \]
- **Additive (AD)**
  \[
  \text{heurmod}(t) = \text{heurmod}(t-1) + 1, \text{heurmod}(0) = 0
  \]
- **Multiplicative (MP)**
  \[
  \text{heurmod}(t) = \text{heurmod}(t-1) \times c, \text{heurmod}(0) = 0, c = 2
  \]
- **Exponential (EX)**
  \[
  \text{heurmod}(t) = \text{heurmod}(t-1) \times c, \text{heurmod}(0) = 1, c = 2
  \]

Graph Coloring Heuristics

**Largest Degree (LD)** - ordering is based on the largest number of conflicting exams. heuristic(t) holds the number of conflicting exams for exam i. difficulty(t) will be increased at each of iteration t if the exams are unscheduled. heuristic(t) remains unchanged and the heurmod(t) will be increased at each iteration.

**Saturation Degree (SD)** - Ordering is based on the number of time-slots in conflict where the exams with the fewest conflicts will be scheduled first. Initialised the difficulty(t) with 1. This value will keep increasing if exam cannot be scheduled during the iteration.

![Graph Coloring Heuristics](image)

**Figure 3:** Shuffling the ordering of exams

Assignment decision is based on the least penalty obtained considering all time-slots. In the case of equality, a random time-slot is chosen.

Experimental Results

Different combinations of the algorithmic choices that aim to construct an examination timetable with no conflict and a good spread are investigated. The generic cost function is described in [2]. Toronto benchmark data set is used during the experiments. Each run is repeated 50 times. Block/top window size = (none, 2, 3, 4, 5, 6, 7, 8, 9, 10).

<table>
<thead>
<tr>
<th>Problem</th>
<th>Combination of Algorithmic Choices</th>
<th>bestLD</th>
<th>bestSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>car02I</td>
<td>(4000, LD, EX, 3)</td>
<td>4.56</td>
<td>4.38 (2000, SD, EX, none)</td>
</tr>
<tr>
<td>car01I</td>
<td>(4000, LD, EX, 9)</td>
<td>5.36</td>
<td>5.08 (4000, SD, EX, 5)</td>
</tr>
<tr>
<td>car03I</td>
<td>(4000, LD, MP, 3)</td>
<td>40.00</td>
<td>38.44 (4000, SD, MP, 2)</td>
</tr>
<tr>
<td>loc02I</td>
<td>(2000, LD, MP, 6)</td>
<td>11.84</td>
<td>11.61 (2000, SD, C, 5)</td>
</tr>
<tr>
<td>kn09I</td>
<td>(4000, LD, EX, none)</td>
<td>15.54</td>
<td>14.67 (4000, SD, EX, 2)</td>
</tr>
<tr>
<td>loc01I</td>
<td>(4000, LD, EX, 3)</td>
<td>11.78</td>
<td>11.69 (2000, SD, MP, 6)</td>
</tr>
<tr>
<td>ry02I</td>
<td>(4000, LD, EX, 4)</td>
<td>9.69</td>
<td>9.49 (4000, SD, AD, 5)</td>
</tr>
<tr>
<td>sax03I</td>
<td>(4000, LD, EX, 5)</td>
<td>157.85</td>
<td>157.72 (4000, SD, C, none)</td>
</tr>
<tr>
<td>car02I</td>
<td>(4000, LD, EX)</td>
<td>8.88</td>
<td>8.78 (4000, SD, C, 9)</td>
</tr>
<tr>
<td>car01I</td>
<td>(4000, LD, EX)</td>
<td>3.66</td>
<td>3.55 (4000, SD, EX, 3)</td>
</tr>
<tr>
<td>arc02I</td>
<td>(4000, LD, EX, 3)</td>
<td>26.82</td>
<td>26.63 (4000, SD, EX, 7)</td>
</tr>
<tr>
<td>yor03I</td>
<td>(4000, LD, EX, 6)</td>
<td>41.59</td>
<td>40.45 (4000, SD, C, 5)</td>
</tr>
</tbody>
</table>

Table 1: The best combination of algorithmic choices for each problem

Conclusion

Increasing the difficulty in certain ways can obtain good approximate solutions. As a dynamic graph coloring heuristic, saturation degree has produced most of the best results as compared to the largest degree heuristic. In considering the appropriate heuristic modifier, exponential approach is the best for largest degree while, for saturation degree it has variation in the type of heuristic modifier. The block size and top window approach in this study has varied in certain ways since the incorporation of stochastic element in our approach. Our approach is simple yet effective.
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